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Abstract

Robot programming by demonstration simplifies the task of robot programming. Our implemented vision based robot system makes use of this approach and is able to arrange objects in a 2D-scene (e.g. a conveyor belt). To perform this task, the video camera takes images from two relevant objects and the movement of the robot hand is determined in such a way that both objects are arranged in a desired manner. The taught relation between two objects, e.g., a screw-wrench at a screw-nut, can be restored automatically, independent of their initial position and orientation. Almost all necessary information is extracted from images of the scene (very little a priori knowledge). The procedure of object recognition is based on the contour of the objects and derived features. The recognition procedure is invariant w.r.t. scaling, rotation and position of the objects, and actually this implies the generalization ability.

1 Introduction

The subject of this project was to implement a vision based system which gives a robot the ability to rearrange objects in a desired manner. It puts into practice the method called programming by demonstration [3], [6]. Systems based on this method differ by the ability of performing their tasks in a generalized way. Beside the ability of extracting the contour and derived features which are necessary to recognize, localize and identify objects automatically, our system stores the spatial relationship between objects. This relation can be restored by the robot in the sense that it is independent of the initial position and orientation.

There are some premises. Objects are assumed to be flat so there is no need of a three dimensional reconstruction of the scene. The pair of objects which shall be arranged must not overlap mutually or with other objects in the scene, so that the whole closed contours of the desired objects can be extracted. The object which shall be manipulated has to be grasped. This separate task is complicated and will not be part of this paper. However the object which is grasped is recognized automatically.

The system consists of four main parts:

1. Modelling of shapes and objects
   Images of the objects are taken which shall be arranged (appearance based object recognition [8]). The required models are extracted and stored.

2. Calibration
   The calibration takes place by multiple positioning of an object in the scene and relies on the localization procedure. This part will not be discussed in this paper.

3. Demonstration of the spatial relation
   By positioning a grasped object, it is related geometrically to another object, the target object, on the working plane. The relation between these two objects is stored afterwards.
4. Arrangement of objects

Known and unknown objects in the scene which can be arbitrarily positioned and orientated are automatically selected, recognized and localized. The grasped object is positioned by the robot so that the taught relation is restored.

2 Configuration of robot and camera

The STÄUBLI RX90 robot is characterized by six rotation joints so that the end effector can be arbitrarily positioned and orientated in the working space. The processing unit solves the problems of inverse kinematics and inverse dynamics. In essence only the position and orientation of the working tool must be sent to the processing unit. The images are taken by one grey scale camera which is mounted fix on a tripod. The size of an image is 512 × 512 pixels. The focal length of the lense was 12 millimeters. The optical axis and the object plane are perpendicular to each other. Image processing and object recognition was performed on a Sun SPARC workstation.

3 Object recognition

3.1 General requirements

The choice of the method which recognizes, localizes and selects objects is determined by the properties of the images of the scene. First, the vision system must be able to distinguish between parts of the robot and objects in the image. A direct identification of robot parts in the image is difficult because of their nonrigidity. Second, it must be able to separate the image background from the desired objects. Because of the nonhomogenous background and noise there can be contours to which no real object belongs to. Third, it must also be able to distinguish between the objects themselves. The scene can be enriched with objects which are not intended to be arranged, these objects must be rejected. Finally, the most important point is that the recognition procedure has to cope with the arbitrary position, orientation and scaling of the objects.

To fulfil these requirements, we use a model based approach. Therefore, the images of the desired objects are taken in the modelling phase and suitable models are computed through image processing. Thus the problem of assigning an initial meaning [4] is solved. During the recognition procedure only objects to which a model fits are regarded. In this pragmatic way the system is informed about relevant objects for further recognition.

3.2 Representation of the contour and matching procedure

The discussion in the previous chapter has shown the necessity of a sophisticated representation of the contours and a suitable matching method. Contour based approaches have been proved to be favourable, e.g. in [7], [5] and [2], which in particular differ in their complexity.

Arkin et al. [1] published an efficient method for comparing polygonal shapes. They establish the notion of the turning function which represents the shape of an object. In the case of piecewise constant turning functions they present an $O(mn\log(mn))$ matching algorithm, where $m$
and \( n \) are the numbers of vertices of the two polygons. This algorithm has been applied and turned out to be very fast.

Let \( Q \) be a point on the contour of the object \( O \) with the length \( l_0 \). If one walks from \( Q \) to a point \( P \) on the contour so that the interior of the object is on the left side, one has covered a way of length \( w \in [0, l_0] \). At first, one assigns to \( w \) the angle in radians between the tangent in \( P \) and the horizontal, in consideration of the circulations. Through a parametrization \( [0, 1] \to [0, l_0]; s \mapsto s \cdot l_0 \) one obtains the turning function \( \Theta_{A, Q} : \mathbb{R} \to \mathbb{R} \), where \( A \) is the shape of object \( O \). The turning function is easily extended from the unit interval to \( \mathbb{R} \) by including the circulations, i.e. by adding or subtracting multiplies of \( 2\pi \).

Figure 2 shows an example of a turning function. The parametrization implies the invariance under scaling. There are two degrees of freedom, the choice of the starting point \( Q \) and the orientation of the object. This leads to the equivalence class

\[
[\Theta_A] := \{\Theta_{A', Q'} \mid \exists t, \varphi \in \mathbb{R} \forall s \in [0, 1] : \Theta_{A', Q'}(s + t) + \varphi = \Theta_{A, Q}(s)\} \tag{1}
\]

of turning functions which belong to the same shape \( A \).

The metric on these equivalence classes is defined as

\[
d_2(A, B) = \left( \min_{t \in [0, 1]} D_2^{AB}(t, \varphi) \right)^{1/2} \qquad \text{where} \quad D_2^{AB}(t, \varphi) = \int_0^1 |\Theta_A(s + t) + \varphi - \Theta_B(s)|^2 ds \tag{2}
\]

It is shown that

\[
d_2(A, B) = \left( \min_{t \in [0, 1]} \left[ h(t) - (\alpha - 2\pi t)^2 \right] \right)^{1/2} \tag{3}
\]

where

\[
h(t) = \int_0^1 |\Theta_A(s + t) - \Theta_B(s)|^2 ds \quad \text{and} \quad \alpha = \int_0^1 \Theta_B(s) ds - \int_0^1 \Theta_A(s) ds \tag{4}
\]

In the case of an approximation of the contour by straight lines the turning function becomes a piecewise constant function. This leads to a simple representation of the form

\[
\tilde{\Theta}_{A, Q, A} = \{(\sigma^A_0, \alpha_0^A), \ldots, (\sigma^A_{m_A-1}, \alpha^A_{m_A-1})\} \quad \text{with} \quad m_A = n_A + 1, \tag{5}
\]

where \( n_A \) is the number of vertices of the polygon which approximates the contour of a shape \( A \). \( \sigma^A_i \) is the \( i \)-th supporting point and \( \alpha^A_i \) the angle between the horizontal line and the tangent in the current point \( P \) in the environment on the right side of \( \sigma^A_i \). The algorithm in [1] which computes the distance between two shapes \( A \) and \( B \) is of complexity \( O(m_A m_B \log_2(m_A m_B)) \). A side effect of the algorithm is that the best matching angle between the two objects is computed.

![Figure 2: Object and its turning function](image-url)
3.3 Modelling of objects

The shape is represented by the piecewise constant turning function and the normalized area $F_A := \frac{F_O}{l_O}$. $F_O$ is the area and $l_O$ the contour length of the image object. $F_A$ is a measure for the circularity of the shape. The circularity of a narrow object is small and a circle shaped object has maximum circularity. $F_A$ is used as a preselection criterion to decide whether two shapes are similar enough. So the algorithm which computes the distance between two turning functions must only be applied to shapes with similar circularity and this makes the whole matching procedure more efficient. Note that the circularity of two shapes can be equal for two different shapes, e.g. if the two shapes are mirrored. So the comparison of the circularities is only a necessary but not sufficient criterion.

The object is modelled by its shape and features that determine its size, i.e. its area $F_O$ and its contour length $l_O$. $F_O$ and $l_O$ serve as selection criterion for objects.

We have extendend the metric on shapes to a metric on objects in terms of

$$
    d_O(O_1, O_2) = \sqrt{d_2(A_1, A_2)^2 + \omega \cdot ([\frac{F_O_1}{F_O_2} - 1] + [\frac{F_O_2}{F_O_1} - 1])^2},
$$

(6)

The parameter $\omega \in \mathbb{R}_{>0}$ weights the relative errors of the areas. If $\omega$ tends to zero, only shape is measured.

To decide whether two objects are similar enough the distance must be compared with a threshold. If the distance of two objects is lower than this threshold, the objects are accepted as similar, otherwise they do not match.

This method is applied on all objects in the image. The obtained set of objects includes the candidates of target objects and the object which is grasped. The grasped object is determined by the method described in the next section.

4 Recognition of the grasped object

The appearance of the gripper distuinguishes itself from the objects during the grasping process. The gripper moves while the other objects are fix in the image. This feature is used to determine which of the recognized object is the grasped one. Two images are taken while the gripper is closing. By applying the difference operator on these images, one get an image with high grey values in the environment of the end effector. Additionally, edges are extracted to get dominant points from which the convex hull is computed. This convex hull is the geometric description of the gripper range. The object which intersects with the convex hull or lies inside the hull is the

![Figure 3: Image of the scene with opened gripper, image of the scene with closed gripper, difference image, contour of the grasped object and the target object with the convex hull which describes the gripper range.](image)
This method has the advantage that it is fast and in particular independent of the appearance of the effectors. Figure 3 illustrates this method. According to this approach of object recognition, the system is able to recognize the candidates of target objects and the grasped object.

5 Learning and application of the knowledge

The operator puts two objects in the working plane and uses the control panel of the robot to arrange the two objects manually and thus demonstrates the system the desired geometrical relation between both. The vision system computes the contours, recognizes the objects and computes a tripel which represents the relation between the grasped and the target object. The tripel is defined by

\[(O_g, R, O_t), \] (7)

where \(O_g\) und \(O_t\) are the models of the grasped resp. the target object. \(R\) is the tripel \((\phi, z, v)\) that stores the data to rearrange the two objects. \(\phi\) is the angle in radians the grasped object was rotated. To allow that two objects are rearranged upon each other, \(z\) stores the vertical offset. \(v = (x, y)\) describes the scale invariant position of the common center of area of the two objects.

Figure 4 shows an example of two related objects. The triangular shaped block was positioned side by side to the halfcircle shaped box in the way that two corners meet. An arbitrary number of relationships can be learned in this way for further application. The knowledge is represented by the union of tripels in (7).

![Figure 4: Scene with open gripper and scene with closed gripper before the positioning of the object by the operator, the contour of both objects with the convex hull which describes the range of the gripper, scene after relating the objects through the programmer.](image)

The relation learned in the demonstration phase is the basis for rearranging the objects automatically. The objects in the relation set serve as the models to recognize objects in the image of the scene taken by the camera. Pairs \((O_g, O_t)\) of candidates are extracted from the image. If there exists a matching tripel \((O_g', R, O_t')\) in the stored relation tripsels, the relative orientations of \(O_g\) and \(O_t\) are computed from \(O_g'\) and \(O_t'\) and thus the object \(O_g\) can be manipulated by the robot so that the relation code in \(R\) is restored. Therefore, the distance of a pair of objects is measured by

\[d_R((O_{g1}, \cdot, O_{t1}), (O_{g2}, \cdot, O_{t2})) = \max(d_O(O_{g1}, O_{g2}), d_O(O_{t1}, O_{t2})).\] (8)

The metric on triples of the relation is in terms of

\[d_R((O_g, O_t), (O_g', O_t')) = \min\{d_R((O_g, O_t), (O_g', O_t')) \mid (O_g', O_t') \in R\}.\] (9)

A threshold operator is used again to decide whether two triples match or not. Figure 5 demonstrates the precision the objects are rearranged. The underlying relation was the
relationship between the triangle shaped block and the halfcircle shaped block. Consequently they are recognized as grasped object resp. target object and are manipulated by the robot in the desired manner.

6 Conclusions

We developed a system to arrange objects which works even if the objects are translated and rotated. The method of programming by demonstration is applied by using vision based object recognition. The theoretical basis for the shape matching procedure was given by [1]. A model based matching procedure for object recognition and localization was derived. The starting point of this procedure is a symbolic contour description which is generated by simple preprocessing which has to be adapted to the environment. Despite of unavoidable shadows and approximation of the contours by straight edges the programmed relations were restored with high precision. The recognition method is determined only in the two-dimensional plane, nevertheless many applications are conceivable, especially in automotive applications.
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